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Introduction
Quarkonia production mechanism challenging for theory
Several contribution

Colour Singlet (CS)
Colour Octet (CO)
Colour Evaporation (CE)
Inclusion of higher order terms (NRQCD)

Example: J/ψ
Leading-order CS undershoots measured
cross-section
CO does not provide a scale but can 
be fitted to match the data
➥ but predicts wrong polarisation
NRQCD factorisation valid at low pt?
Predictions on χc feed-down contradict low energy data from PHENEX?

Precision measurements at LHC(b) paramount for understanding Quarkonia

prompt
ψ(2S) → J/ψ

χc → J/ψ
Direct

√
s = 1.96 TeV, |y(ψ)| < 0.6, MSTW08NLO
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Introduction

LHCb:
forward arm spectrometer: unique rapidity range
➥ complementary to ATLAS/CMS/ALICE

In this talk:
J/ψ cross-section
ϒ(1S) cross-section
Observation of double J/ψ production

Please refer to dedicated talks for
Exclusive χc production
Ratio of σ(χc2)/σ(χc1)
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LHCb

4

VELO:
Vertex 
reconstruction

Interaction 
region

RICH:
PID: mainly K/π

Muon System

Tracking Stations
Calorimeter:
PID: h,e,π0,γ



J/ψ Cross-Section
Analysis strategy: 

Measure double differential cross section in rapidity and pt

hep-ex/1103.0423

μμ final state
0 < pt < 14 GeV,  2 < y < 4.5
Data from Sep. 2010, integrated luminosity: 5.2 pb-1

Consider both
Prompt J/ψ
J/ψ from b decays.

Efficiencies calculated from simulation
(assuming unpolarised J/ψ)

3 J/ψ selection
The analysis selects events in which at least one primary vertex is reconstructed from at least

five charged tracks seen in the VELO. J/ψ candidates are formed from pairs of opposite sign

tracks reconstructed in the full tracking system. Each track must have pT above 0.7GeV/c,

have a good quality of the track fit (χ2/ndf < 4) and be identified as a muon by ensuring that

it penetrates the iron of the MUON system. The two muons are required to originate from a

common vertex, and only candidates with a χ2
probability of the vertex fit larger than 0.5% are

kept. Some charged particles can be reconstructed as more than one track. Duplicate tracks,

which share too many hits with another track or are too close to another track, are removed.

J/ψ from b tend to be produced away from the primary vertex and can be separated from

prompt J/ψ , which are produced at the primary vertex, by exploiting the J/ψ pseudo-proper

time defined as

tz =
(zJ/ψ − zPV)×MJ/ψ

pz
, (1)

where zJ/ψ and zPV are the positions along the z-axis (defined along the beam axis, and oriented

from the VELO to the MUON) of the J/ψ decay vertex and of the primary vertex; pz is the

measured J/ψ momentum in the z direction and MJ/ψ the nominal J/ψ mass. Given that b-

hadrons are not fully reconstructed, the J/ψ momentum is used instead of the exact b-hadron

momentum and the tz variable provides a good estimate of the b-hadron decay proper time. For

events with several primary vertices (68% of the events), the one which is closest to the J/ψ
vertex in the z direction is selected.

4 Cross-section determination
The differential cross-section for J/ψ production in a given (pT,y) bin is defined as

d
2σ

dydpT

=
N (J/ψ → µ+µ−)

L × εtot ×B (J/ψ → µ+µ−)×∆y×∆pT

, (2)

where N (J/ψ → µ+µ−) is the number of observed J/ψ → µ+µ−
in bin (pT,y), εtot the

J/ψ detection efficiency including acceptance and trigger efficiency in bin (pT, y), L the

integrated luminosity, B (J/ψ → µ+µ−) the branching fraction of the J/ψ → µ+µ−
decay

((5.93± 0.06)× 10
−2

[19]), and ∆y = 0.5 and ∆pT = 1GeV/c the y and pT bin sizes, respec-

tively. The transverse momentum is defined as pT =
�

p2
x + p2

y and the rapidity is defined as

y =
1

2
ln

E + pz

E − pz
where (E,p) is the J/ψ four-momentum in the centre-of-mass frame of the

colliding protons.

In each bin of pT and y, the fraction of signal J/ψ from all sources, fJ/ψ , is estimated

from an extended unbinned maximum likelihood fit to the invariant mass distribution of the

reconstructed J/ψ candidates in the interval Mµµ ∈ [2.95;3.30]GeV/c2
, where the signal is

described by a Crystal Ball function [20] and the combinatorial background by an exponential

function. The fraction of J/ψ from b is then extracted from a fit to the tz distribution.

As an example, Fig. 1 (left) shows the mass distribution together with the fit results for

one specific bin (3 < pT < 4 GeV/c, 2.5 < y < 3.0); the fit gives a mass resolution of 12.3±
0.1MeV/c2

and a mean of 3095.3±0.1MeV/c2
, where the errors are statistical only. The mass
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J/ψ Cross-Section

#J/ψ→μμ estimated from
fit to inv. mass spectrum
Fraction from b decays
extracted using pseudo-
propertime tz:

tz =
(zJ/ψ − zPV )×MJ/ψ

pz
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Figure 1: Dimuon mass distribution (left) and tz distribution (right), with fit results superimposed, for

one bin (3 < pT < 4 GeV/c, 2.5 < y < 3.0). On the mass distribution, the solid red line is the total fit

function, where the signal is described by a Crystal Ball function, and the dashed blue line represents

the exponential background function. On the tz distribution, the solid red line is the total fit function

described in the text, the green dashed line is the prompt J/ψ contribution, the single-hatched area is the

background component and the cross-hatched area is the tail contribution.

value is close to the known J/ψ mass value of 3096.916± 0.011MeV/c2
[19], reflecting the

current status of the mass-scale calibration; the difference between the two values has no effect

on the results obtained in this analysis. Summing over all bins, a total signal yield of 565000

events is obtained.

4.1 Determination of the fraction of J/ψ from b
The fraction of J/ψ from b, Fb, is determined from the fits to the pseudo-proper time tz and the

µ+µ−
invariant mass in each bin of pT and y. The signal proper-time distribution is described

by a delta function at tz = 0 for the prompt J/ψ component, an exponential decay function for

the J/ψ from b component and a long tail arising from the association of the J/ψ candidate

with the wrong primary vertex. There are two main reasons for the wrong association:

1. Two or more primary vertices are close to each other and a primary vertex is reconstructed

with tracks belonging to the different vertices, at a position that is different from the true

primary vertex position.

2. The primary vertex from which the J/ψ originates is not found because too few tracks

originating from the vertex are reconstructed; the J/ψ candidate is then wrongly associ-

ated with another primary vertex found in the event.

In the first case, the positions of the reconstructed and of the true primary vertices are correlated.

This category of events is distributed around tz = 0 for the prompt component, with a width

larger than the tz distribution for correctly associated primary vertices. The contribution of

these events to the tz distribution is included in the resolution function described below.

The long tail is predominantly composed of events in the second category. Since the tail dis-

tribution affects the measurement of the J/ψ from b component, a method has been developed
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Figure 1: Dimuon mass distribution (left) and tz distribution (right), with fit results superimposed, for

one bin (3 < pT < 4 GeV/c, 2.5 < y < 3.0). On the mass distribution, the solid red line is the total fit

function, where the signal is described by a Crystal Ball function, and the dashed blue line represents

the exponential background function. On the tz distribution, the solid red line is the total fit function

described in the text, the green dashed line is the prompt J/ψ contribution, the single-hatched area is the

background component and the cross-hatched area is the tail contribution.

value is close to the known J/ψ mass value of 3096.916± 0.011MeV/c2
[19], reflecting the

current status of the mass-scale calibration; the difference between the two values has no effect

on the results obtained in this analysis. Summing over all bins, a total signal yield of 565000

events is obtained.

4.1 Determination of the fraction of J/ψ from b
The fraction of J/ψ from b, Fb, is determined from the fits to the pseudo-proper time tz and the

µ+µ−
invariant mass in each bin of pT and y. The signal proper-time distribution is described

by a delta function at tz = 0 for the prompt J/ψ component, an exponential decay function for

the J/ψ from b component and a long tail arising from the association of the J/ψ candidate

with the wrong primary vertex. There are two main reasons for the wrong association:

1. Two or more primary vertices are close to each other and a primary vertex is reconstructed

with tracks belonging to the different vertices, at a position that is different from the true

primary vertex position.

2. The primary vertex from which the J/ψ originates is not found because too few tracks

originating from the vertex are reconstructed; the J/ψ candidate is then wrongly associ-

ated with another primary vertex found in the event.

In the first case, the positions of the reconstructed and of the true primary vertices are correlated.

This category of events is distributed around tz = 0 for the prompt component, with a width

larger than the tz distribution for correctly associated primary vertices. The contribution of

these events to the tz distribution is included in the resolution function described below.

The long tail is predominantly composed of events in the second category. Since the tail dis-

tribution affects the measurement of the J/ψ from b component, a method has been developed
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Results
σprompt = 10.52± 0.04 (stat.) ± 1.40 (syst.) +1.64

−2.20 (pol.) µb
σfrom b = 1.14± 0.01 (stat.) ± 0.16 (syst.) µb

Table 1: Summary of systematic uncertainties.

Source Systematic uncertainty (%)

Correlated between bins

Inter-bin cross-feed 0.5
Mass fits 1.0
Radiative tail 1.0
Muon identification 1.1
Tracking efficiency 8.0
Track χ2 1.0
Vertexing 0.8
GEC 2.0
B(J/ψ → µ+µ−) 1.0
Luminosity 10.0

Uncorrelated between bins

Bin size 0.1 to 15.0
Trigger 1.7 to 4.5

Applied only to J/ψ from b cross-sections, correlated between bins

GEC efficiency on B events 2.0
tz fits 3.6

Applied only to the extrapolation of the bb cross-section

b hadronisation fractions 2.0
B(b → J/ψ X) 9.0

be 1.024±0.011 and is consistent with being constant over the full J/ψ transverse momentum
and rapidity range; the error on the correction factor is used as a systematic uncertainty.

Tracking studies have shown that the Monte Carlo simulation reproduces the track-finding
efficiency in data within 4%. A systematic uncertainty of 4% for each muon is therefore as-
signed, resulting in a total systematic uncertainty of 8% due to the knowledge of the track
reconstruction efficiency [26].

The selection includes a requirement on the track fit quality, which may not be reliably sim-
ulated. A systematic uncertainty of 0.5% is assigned per track, which is the relative difference
between the efficiency of this requirement in the simulation and data.

Similarly, for the cut on the J/ψ vertex χ2 probability, a difference of 1.6% is measured
between the cut efficiency computed in data and simulation. The Monte Carlo efficiency is
corrected for this difference and a systematic uncertainty of 0.8% (half of the correction) is
assigned.

The unknown J/ψ transverse momentum and rapidity spectra inside the bins affect the ef-
ficiency values used to extract the cross-section, because an average value of the efficiency is
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Figure 3: Differential production cross-section for prompt J/ψ as a function of pT in bins of y , assuming
that prompt J/ψ are produced unpolarised. The errors are the quadratic sums of the statistical and
systematic uncertainties.
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Figure 4: Differential production cross-section for J/ψ from b as a function of pT in bins of y. The
errors are the quadratic sums of the statistical and systematic uncertainties.
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Comparison To Theory

Generally reasonable agreement between theory and measurement
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Figure 8: Comparison of the LHCb results for the differential prompt J/ψ production for unpolarised
J/ψ (circles with error bars) with: (top, left) direct J/ψ production as predicted by LO and NLO
NRQCD; (top, right) direct J/ψ production as predicted by NLO and NNLO� CSM; (bottom, left)
prompt J/ψ production as predicted by NLO NRQCD; (bottom, right) prompt J/ψ production as pre-
dicted by NLO CEM. A more detailed description of the models and their references is given in the
text.

logarithmic corrections, which are however not easily quantifiable. Direct production as
calculated from NLO CSM (hatched grey uncertainty band) [7, 9] is also represented.

• bottom, left: prompt J/ψ production as calculated from NRQCD at NLO, including con-
tributions from χc and ψ(2S) decays, summing the colour-singlet and colour-octet con-
tributions [34].

• bottom, right: prompt J/ψ production as calculated from a NLO colour-evaporation
model (CEM), including contributions from χc and ψ(2S) decays [35].

It should be noted that some of the theoretical models compute the direct J/ψ production,
whereas the prompt J/ψ measurement includes J/ψ from χc decays and, to a smaller extent,
ψ(2S) decays. However, if one takes into account the feeddown contribution, which has been
estimated to be of the order of 30% averaging over several experimental measurements at lower
energies [36], a satisfactory agreement is found with the theoretical predictions.
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Figure 9: Comparison of the LHCb results for the differential J/ψ from b production for unpolarised
J/ψ (circles with error bars) with J/ψ from b production as predicted by FONLL (hatched orange un-
certainty band). A more detailed description of the model and its references is given in the text.

Figure 9 shows a comparison of the LHCb measurement of the differential J/ψ from b
cross-section with a calculation based on the FONLL formalism [30]. This model predicts the
b-quark production cross-section, and includes the fragmentation of the b-quark into b-hadrons
and their decay into J/ψ mesons. The measurements show a very good agreement with the
calculation.

8 Conclusions
The differential cross-section for J/ψ production is measured as a function of the J/ψ transverse
momentum and rapidity in the forward region, 2.0 < y < 4.5. The analysis is based on a data
sample corresponding to an integrated luminosity of 5.2pb−1 collected at the Large Hadron
Collider at a centre-of-mass energy of

√
s = 7TeV, and the contributions of prompt J/ψ and

J/ψ from b production are individually measured. The results obtained are in good agreement
with earlier measurements of the J/ψ production cross-section in pp collisions at the same
centre-of-mass energy, performed by CMS in a region corresponding to the low rapidity part
of the LHCb acceptance [12]. This measurement is the first measurement of prompt J/ψ and
J/ψ from b production in the forward region at

√
s = 7TeV.

A comparison with recent theoretical models shows good general agreement with the mea-
sured prompt J/ψ cross- section in the LHCb acceptance at high pT. This confirms the progress
in the theoretical calculations of J/ψ hadroproduction, even if the uncertainties on the predic-
tions are still large. However, the measurement of the differential cross-section alone is not
sufficient to be able to discriminate amongst the various models, and studies of other observ-
ables such as the J/ψ polarisation will be necessary. The measurement of the cross-section for
J/ψ from b is found to agree very well with FONLL predictions. An estimate of the bb cross-

16
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Double J/ψ Production

First seen: NA3 (1982) in π-platinum (Phys. Lett. B114,457)
Main production mechanism at LHC: gluon-gluon fusion
Predicted (prompt) cross-section (hep-ph/1101.5881)

4π: σJ/ψJ/ψ ~ 24.5 nb
For LHCb: σJ/ψJ/ψ  ~ 4.34 nb (w/o ISR) or 4.14 nb (w/ ISR), 

Data recorded in 2010, integrated luminosity 35.2 pb-1

Signal extraction:
4 muon combination (μ+μ-)1(μ+μ-)2 from common vertex
Each di-muon pair compatible with J/ψ hypothesis
Efficiency calculated from simulation (reconstruction and 
event selection)  and data (μ-ID , trigger)

LHCb-CONF-2011-009
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Results

NJ/ψJ/ψ = 139.6 ± 17.8
Δχ2/ndof = 61.3/8 ➫ > 6σ
σJ/ψJ/ψ = 5.6 ± 1.1 (stat.) ± 1.2 (syst.) nb
(theory: ~4.14...4.34 nb)

4 Efficiency corrected yield and properties of
J/ψJ/ψ events

The efficiency corrected number of events with two J/ψ in the signal window, N
corr
J/ψJ/ψ , is

extracted, using the background subtraction procedure of Sec. 2, from efficiency weighted

distributions, where each event gets a weight ω, defined as

ω−1
= εtotJ/ψJ/ψ , (2)

where εtotJ/ψJ/ψ is the total efficiency of Eq. (1). The efficiency corrected fitted yields of

J/ψ → (µ+µ−
)1 in bins of (µ+µ−

)2 invariant mass are presented in Fig. 2. The distribution
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Figure 2: The efficiency corrected fitted yields of J/ψ → (µ+µ−
)1 in bins of (µ+µ−

)2

invariant mass. The line represents the fit with a double Crystal Ball function for the

signal and an exponential function for the background.

is fitted with a double Crystal Ball function for the signal and an exponential function

for the background component with fixed position of the J/ψ peak, and the effective mass

resolution determined from the inclusive J/ψ sample. The number of efficiency corrected

events with double J/ψ is found to be

N corr
J/ψJ/ψ = 667.1± 127.0

The efficiency corrected J/ψJ/ψ invariant mass spectrum is shown in Fig. 3. The bulk

of events is concentrated in the low invariant mass region. The theoretical prediction

4

evaluated for events triggered only by the first and/or the second J/ψ , and found to be
8%.

The systematic error associated with the global event cuts is 2%, and that associated
with the difference between data and Monte Carlo simulation for the χ2

DTF < 5 cut is 3%.
The systematic uncertainties associated with other cuts used in selection χ2

tr/ndf < 5,
χ2
VX < 20, ∆min

KL > 5000 and ∆ logLµ−h > 0 or the J/ψ lineshape parametrization are
found to be small and have been neglected here. An additional systematic error of 1.1%
per J/ψ is associated with the muon identification efficiency [11]. The largest systematic
error of 4% per track is associated with the track-finding efficiency [12].

The luminosity was measured at specific periods during the data taking using both
Van der Meer scans [13] and a beam-profile method [14]. Consistent results are found
for the absolute luminosity scale with a precision of 10% dominated by the beam current
uncertainty [11].

The relative systematical uncertanties are summarized in Table 1, where the total
systematic error is defined as the quadratic sum of individual comoments.

Table 1: Summary of relative systematic uncertainties.

Source Systematic uncertainty [%]

Per-event efficiency 3
Trigger efficiency 8
Global event cuts 2
MC-data difference 3
Muon identification 2× 1.1
Tracking 4× 4
Luminosity 10
Total 21

6 Cross-section determination

The cross-section of double J/ψ production in signal window 2 < yJ/ψ < 4.5 and pJ/ψT <
10 GeV/c is computed as

σJ/ψJ/ψ =
1

L× B2
µ+µ−

×N corr
J/ψJ/ψ (3)

where N corr
J/ψJ/ψ is the efficiency corrected number of events with two J/ψ in the signal

window, L = 35.2±3.5 pb−1 is the integrated luminosity, and Bµ+µ− = (5.93±0.06)% [16]
is the J/ψ → µ+µ− branching ratio. The result is

σJ/ψJ/ψ = 5.6± 1.1± 0.5± 0.9|tr ± 0.6|L nb,

6
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ϒ Production
Two sources of ϒ(1)

Direct production:

Feed-down from higher states
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ϒ(1S) cross-section
LHCb-CONF-2011-016

μμ final state
0 < pt < 15 GeV,  2 < y < 4.5
Data from April - Nov. 2010, 
integrated luminosity: 32.4 pb-1

Acceptance and reconstruction
efficiencies estimated from
simulation, trigger eff. from 
data

Analysis strategy: 
Measure double differential cross section in rapidity and pt

1 Introduction

The measurement of heavy quark production in hadron collisions probes the dynamics of the colliding
partons. In particular, the study of heavy quark-antiquark resonances, such as the bb bound states Υ, is of
interest because these states have large production cross-sections and can be produced in different spin
configurations. Although Υ production was studied by several experiments in the past, the underlying
production mechanism is still not well understood.

There are two major sources of Υ production in pp collisions:

• direct production;

• feed-down from the decay of heavier prompt bottomonium states like χb0, χb1, χb2, or excited Υ
states.

This note presents a preliminary measurement of the inclusive production cross-section of the Υ(1S )
meson in 7 TeV pp collisions as a function of the Υ(1S ) transverse momentum pT and rapidity y, over
the range pT ∈ [0; 15] GeV/c and y ∈ [2.0; 4.5]. This is the same range chosen for the J/ψ→ µ+µ− cross
section measurement [1], recently published by LHCb.

2 The LHCb detector and dataset

The study reported here uses a data sample collected at the Large Hadron Collider (LHC) with the LHCb
detector [2] at a centre-of-mass energy of 7 TeV between April and November 2010, and corresponding
to an integrated luminosity of 32.4 pb−1.

The analysis uses events triggered by one or two muons. At the first trigger level (L0), one (two)
muon(s) candidate(s) is (are) required, with a transverse momentum pµT larger than 1.4 (0.56,0.48) GeV/c.
At the first stage of the High Level Trigger (HLT1), the logical OR of two HLT1 lines is required. The
first HLT1 line confirms the L0 muon candidate, and applies a harder requirement on the muon pµT at
1.8 GeV/c. The second line confirms the L0 dimuon candidate and adds a requirement to the combined
dimuon mass to be greater than 2.5 GeV/c2. At the second stage of the HLT, two lines are used. The first
line tightens the requirement on the combined dimuon mass to be greater than 2.9 GeV/c2. This HLT2
line was downscaled by a factor of five for a large portion of the data (28 pb−1). The second line requires
good quality vertex and tracks for the dimuon system, but was only active while the first HLT2 line was
downscaled. The luminosity was measured at specific periods during the data taking using both Van der
Meer scans and a beam-profile method [3].

3 Cross-section determination

The double differential cross-section for the inclusive Υ(1S ) production is computed as

d2σ
dpTdy

=
N
(

Υ(1S )→ µ+µ−
)

L × ε × B (Υ(1S )→ µ+µ−) × ∆y × ∆pT
, (1)

where N
(

Υ(1S )→ µ+µ−
)

is the number of observed Υ(1S )→ µ+µ− decays, ε the Υ(1S ) total detection
efficiency including acceptance effects, L the integrated luminosity, B

(

Υ(1S )→ µ+µ−
)

the branching
fraction of the Υ(1S ) → µ+µ− decay ((2.48 ± 0.05) × 10−2 [4]), and ∆y = 0.5 and ∆pT = 1 GeV/c
the rapidity and pT bin sizes. In order to estimate the number of Υ(1S ) signal events, a fit is performed
independently in each of the 15 pT times 5 y bins, where y =

1
2
ln
E + pz
E − pz

and E and pz are the Υ(1S )
energy and momentum in the z direction measured in the pp centre-of-mass frame, respectively; the z
axis is defined along the beam in the LHCb frame, and is oriented from the VELO to the muon detector.

1 )2) (MeV/c+µ-µM(
8000 8500 9000 9500 10000 10500 11000 11500 12000

)2
C

an
di

da
te

s/
(2

5 
M

eV
/c

0

1000

2000

3000

4000

5000

6000

7000

8000
2    0.4 MeV/c±mass (1S)= 9449.2 

2   0.4 MeV/c± (1S) =   52.4!
   261 ± (1S) = 34429 signalN

   181 ± (2S) =  8800 signalN
   147 ± (3S) =  4419 signalN

 = 7 TeVs
Preliminary
LHCb

-1 L = 32.4 pb"

Figure 1: Invariant mass distribution of the selected Υ(1S )→ µ+µ− candidates. The three peaks correspond to the
Υ(1S ), Υ(2S ) and Υ(3S ) signals (from left to right). The superimposed curves and the signal yields are the result
of the fit described in the text.
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Results

Sizeable contribution to uncertainties due to unknown ϒ polarisation
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Figure 5: Differential Υ(1S ) production cross-section as a function of pT and y (top) and as a function of pT in
bins of rapidity (bottom).

• bottom, right: prompt Υ(1S ) production as calculated from a NLO colour-evaporation model
(CEM), including contributions from χb and Υ(2S ) decays [9].

Our results are larger than the Leading Order NRQCD predictions, as we might expect considering
that the feed-down contributions from higher mass states (as χb,Υ(2S )) are not included in the “direct”
calculation. The NLO NRQCD and CEM predictions include feed-down contributions. Both models
agree very well with our measurement. The same is true for the NNLO∗ CSM.

In Fig. 8 we compare our cross-section measurements in bins of pT integrated over y and in bins of y
integrated over pT with the same measurements of CMS [7], in the pT and y ranges covered by the two
experiments.
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Comparison to Theory / CMS
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Figure 7: Differential Υ(1S ) production cross-section as a function of pT integrated over y, compared with the
predictions from the LO NRQCD model [8] (top left) and the NNLO* CSM (top right) for direct production, and
with the predictions from NLO NRQCD (bottom left) and CEM (bottom right) for prompt Υ(1S ) production.
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Figure 8: Differential Υ(1S ) production cross-section as a function of pT integrated over y (left), and as a function
of y integrated over pT (right), as measured by the CMS [7] and LHCb experiments.
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Summary

First measurements of J/ψ and ϒ(1S) production cross-
section using data at √s = 7 TeV recorded in 2010 at LHCb

Generally good agreement with theory
ϒ(1S) measurement complementary to CMS

Observation of double J/ψ production at LHC
First cross-section measurement 
➥ reasonable agreement with theoretical prediction

In preparation
ψ(2S), ϒ(2S), ϒ(3S) cross section
X(3872) quantum numbers JPC

Dedicated talks for χc studies, X(3872) mass
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J/ψ Efficiency

Estimated using simulated events
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Figure 2: Total J/ψ efficiency, as a function of pT in bins of y assuming that J/ψ are produced unpo-
larised. The efficiency is seen to drop somewhat at the edges of the acceptance.

makes use of impact parameter or decay length information. This assumption is confirmed with
studies based on simulation.

A correction to the efficiency is applied to take into account the effect of the global event
cuts described in Sec. 2, introduced during data taking to remove high multiplicity events. The
effect of such cuts on events containing a J/ψ candidate is not well described by the Monte
Carlo simulation; it is therefore evaluated from data by using an independent trigger, which ac-
cepts events having at least one track reconstructed in either the VELO or the tracking stations.
By comparing the number of such triggered signal J/ψ candidates before and after GEC, an
efficiency of (93±2)% is determined from data.

4.4 Effect of the J/ψ polarisation on the efficiency
The efficiency is evaluated from a Monte Carlo simulation in which the J/ψ is produced un-
polarised. However, studies show that non-zero J/ψ polarisation may lead to very different
efficiencies. In this analysis, the efficiency variation is studied in the helicity frame [24].

The angular distribution of the µ+ from the J/ψ decay is

d2N
dcosθ dφ

∝ 1+λθ cos2 θ +λθφ sin2θ cosφ +λφ sin2 θ cos2φ , (8)

where θ is defined as the angle between the direction of the µ+ momentum in the J/ψ centre-of-
mass frame and the direction of the J/ψ momentum in the centre-of-mass frame of the colliding
protons, and φ is the azimuthal angle measured with respect to the production plane formed by
the momenta of the colliding protons in the J/ψ rest frame. When λφ = 0 and λθφ = 0, the
values λθ = +1,−1, 0 correspond to fully transverse, fully longitudinal, and no polarisation,
respectively, which are the three default polarisation scenarios considered in this analysis.
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Figure 7: Fraction of J/ψ from b as a function of pT, in bins of y.

of inclusive b-hadron decays to J/ψ measured at LEP [27]. The result is

σ(pp → bbX) = 288±4±48µb , (12)

where the first uncertainty is statistical and the second systematic. The systematic uncertainty
includes the uncertainties on the b fractions (2%) and on B(b → J/ψ X). No additional uncer-
tainty has been included for the extrapolation factor α4π estimated from the simulation. The
above result is in excellent agreement with σ(pp → bbX) = 284±20±49µb obtained from b
decays into D0µνX [26]. The extrapolation factor α4π has also been estimated using predic-
tions made in the framework of fixed-order next-to-leading log (FONLL) computations [30],
and found to be equal to αFONLL

4π = 5.21.

7 Comparison with theoretical models
Figure 8 compares the LHCb measurement of the differential prompt J/ψ production with sev-
eral recent theory predictions in the LHCb acceptance region:

• top, left: direct J/ψ production as calculated from NRQCD at leading-order in αs (LO,
filled orange uncertainty band) [31] and next-to-leading order (NLO), with colour-octet
long distance matrix elements determined from HERA and Tevatron data (hatched green
uncertainty band) [32], summing the colour- singlet and colour-octet contributions.

• top, right: direct production as calculated from a NNLO� colour-singlet model (CSM,
filled red uncertainty band) [11, 33]. The notation NNLO� denotes an evaluation that
is not a complete next-to-next leading order computation and that can be affected by
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ϒ(1S) cross-section

6 Results and conclusions

The double differential cross-section as a function of pT and y is shown in Fig. 5 and Table 3. The pT
and y production spectra are shown in Fig. 6.

The integrated cross-section in the full range of y and pT is found to be

σ(pp→ Υ(1S )X; pT(Υ(1S )) < 15 GeV/c; 2 < y(Υ(1S )) < 4.5) = 108.3 ± 0.7 +30.9−25.8 nb, (4)

where the first uncertainty is statistical, and the second systematic. The latter includes +18.8−7.9 nb from the
unknown polarisation, ±10.8 nb from the luminosity determination and ±22.0 nb from other sources.
The integrated cross-section is about a factor 100 smaller than the integrated J/ψ cross-section in the
identical y and pT region [1], and a factor three smaller than the integrated Υ(1S ) cross-section in the
central region |y| < 2 as measured by CMS [7].

Table 3: Υ(1S ) production cross-section results as a function of y and pT, in nb. The first uncertainty is
statistical, the second systematic.

pT σ(2.0 < y < 2.5) σ(2.5 < y < 3.0) σ(3.0 < y < 3.5) σ(3.5 < y < 4.0) σ(4.0 < y < 4.5)
(GeV/c) (nb) (nb) (nb) (nb) (nb)
0 − 1 2.59 ± 0.18 ± 1.00 2.78 ± 0.12 ± 0.77 2.05 ± 0.10 ± 0.48 1.98 ± 0.11 ± 0.55 2.47 ± 0.25 ± 1.04
1 − 2 6.89 ± 0.29 ± 2.69 6.70 ± 0.19 ± 1.82 5.40 ± 0.16 ± 1.24 4.90 ± 0.17 ± 1.30 5.96 ± 0.38 ± 2.40
2 − 3 9.54 ± 0.33 ± 3.61 8.48 ± 0.22 ± 2.32 6.55 ± 0.18 ± 1.51 5.45 ± 0.18 ± 1.37 6.69 ± 0.40 ± 2.59
3 − 4 8.26 ± 0.30 ± 3.03 7.74 ± 0.21 ± 2.03 6.16 ± 0.17 ± 1.40 5.20 ± 0.18 ± 1.23 5.86 ± 0.36 ± 2.31
4 − 5 8.67 ± 0.30 ± 3.08 6.72 ± 0.19 ± 1.73 5.16 ± 0.16 ± 1.13 3.92 ± 0.15 ± 0.92 3.07 ± 0.23 ± 1.40
5 − 6 6.51 ± 0.26 ± 2.24 5.59 ± 0.17 ± 1.40 3.89 ± 0.14 ± 0.84 2.85 ± 0.13 ± 0.66 2.41 ± 0.19 ± 1.08
6 − 7 4.59 ± 0.21 ± 1.52 4.01 ± 0.15 ± 0.98 2.99 ± 0.12 ± 0.62 2.50 ± 0.12 ± 0.54 1.64 ± 0.15 ± 0.57
7 − 8 3.89 ± 0.19 ± 1.25 3.04 ± 0.13 ± 0.72 2.47 ± 0.11 ± 0.50 1.61 ± 0.09 ± 0.35 1.37 ± 0.14 ± 0.46
8 − 9 2.65 ± 0.16 ± 0.82 2.36 ± 0.11 ± 0.54 1.72 ± 0.09 ± 0.35 1.13 ± 0.08 ± 0.25 0.80 ± 0.10 ± 0.26
9 − 10 2.23 ± 0.14 ± 0.65 1.78 ± 0.09 ± 0.40 1.19 ± 0.07 ± 0.24 0.84 ± 0.07 ± 0.19 0.49 ± 0.08 ± 0.31
10 − 11 1.41 ± 0.11 ± 0.40 1.14 ± 0.07 ± 0.25 0.92 ± 0.06 ± 0.18 0.53 ± 0.05 ± 0.12 0.39 ± 0.07 ± 0.26
11 − 12 1.31 ± 0.10 ± 0.36 0.76 ± 0.06 ± 0.16 0.58 ± 0.05 ± 0.12 0.32 ± 0.04 ± 0.10 0.30 ± 0.07 ± 0.21
12 − 13 0.77 ± 0.08 ± 0.21 0.59 ± 0.05 ± 0.13 0.45 ± 0.04 ± 0.09 0.37 ± 0.04 ± 0.12 0.24 ± 0.06 ± 0.17
13 − 14 0.51 ± 0.06 ± 0.14 0.51 ± 0.05 ± 0.11 0.36 ± 0.04 ± 0.07 0.18 ± 0.03 ± 0.05 0.05 ± 0.02 ± 0.03
14 − 15 0.47 ± 0.06 ± 0.13 0.32 ± 0.04 ± 0.07 0.24 ± 0.03 ± 0.05 0.13 ± 0.03 ± 0.04 0.08 ± 0.03 ± 0.07

In Fig. 7, we compare our results with the theoretical models considered in the J/ψ cross-section
publication [1]. These are:

• top, left: direct Υ(1S ) production as calculated from NRQCD at leading-order in αs (LO, filled
orange uncertainty band) [8].

• top, right: direct production as calculated from a NNLO* colour-singlet model (CSM, filled red
uncertainty band) [11]. The notation NNLO* denotes an evaluation that is not a complete next-
to-next leading order computation and that can be affected by logarithmic corrections, which are
however not easily quantifiable. Direct production as calculated from NLO CSM (hatched grey
uncertainty band) [11] is also represented.

• bottom, left: prompt Υ(1S ) production as calculated from NRQCD at NLO, including contribu-
tions from χb and Υ(2S ) decays, summing the colour-singlet and colour-octet contributions [10].
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Figure 3: Υ(1S ) geometric acceptance as a function of pT integrated over y (left), and as a function of y integrated
over pT (right).

efficiency. This results in an uncertainty of 0 − 30% depending on the bin, and of 17% on the
integrated cross-section.

• The systematic uncertainty associated with the trigger efficiency. We assign a systematic uncer-
tainty to take into account the differences between the J/ψ data sample, which is used for the
measurement of the trigger efficiency, and the Υ(1S ) sample. Comparing trigger efficiencies ob-
tained in a simulated Υ(1S ) sample with the efficiencies obtained from data using the J/ψ sample,
an uncertainty is derived per (pT, y) bin; this results in a maximal uncertainty of 16% on the dif-
ferential cross-section measurement.

• The systematic uncertainty associated with the track-finding efficiency is estimated from a com-
parison between data and Monte Carlo simulations, and found to be 4% per track [6].
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Figure 4: Υ(1S ) detection, identification and reconstruction efficiency as a function of pT integrated over y (left),
and as a function of y integrated over pT (right), for three different polarisation scenarios.
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efficiency. This results in an uncertainty of 0 − 30% depending on the bin, and of 17% on the
integrated cross-section.

• The systematic uncertainty associated with the trigger efficiency. We assign a systematic uncer-
tainty to take into account the differences between the J/ψ data sample, which is used for the
measurement of the trigger efficiency, and the Υ(1S ) sample. Comparing trigger efficiencies ob-
tained in a simulated Υ(1S ) sample with the efficiencies obtained from data using the J/ψ sample,
an uncertainty is derived per (pT, y) bin; this results in a maximal uncertainty of 16% on the dif-
ferential cross-section measurement.

• The systematic uncertainty associated with the track-finding efficiency is estimated from a com-
parison between data and Monte Carlo simulations, and found to be 4% per track [6].
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Figure 2: Geometric acceptance A (left) and reconstruction efficiency εrec (right) as a function of y and pT of the
Υ(1S ) as obtained from Monte Carlo simulations.
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